![](data:image/jpeg;base64,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) ASSIGNMENT - 6

# MACHINE LEARNING

## In Q1 to Q5, only one option is correct, Choose the correct option:

1. In which of the following you can say that the model is overfitting?
   * 1. High R-squared value for train-set and High R-squared value for test-set.
     2. Low R-squared value for train-set and High R-squared value for test-set.
     3. High R-squared value for train-set and Low R-squared value for test-set.
     4. None of the above
2. Which among the following is a disadvantage of decision trees?

A) Decision trees are prone to outliers.

B) Decision trees are highly prone to over fitting.

C) Decision trees are not easy to interpret

D) None of the above.

1. Which of the following is an ensemble technique?

A) SVM B) Logistic Regression

C) Random Forest D) Decision tree

1. Suppose you are building a classification model for detection of a fatal disease where detection of the disease is most important. In this case which of the following metrics you would focus on?

A) Accuracy B) Sensitivity

C) Precision D) None of the above.

1. The value of AUC (Area under Curve) value for ROC curve of model A is 0.70 and of model B is

0.85. Which of these two models is doing better job in classification?

A) Model A B) Model B

C) both are performing equal D) Data Insufficient

## In Q6 to Q9, more than one options are correct, Choose all the correct options:

1. Which of the following are the regularization technique in Linear Regression??
   1. Ridge B) R-squared

C) MSE D) Lasso

1. Which of the following is not an example of boosting technique?
   1. Adaboost B) Decision Tree

C) Random Forest D) Xgboost.

1. Which of the techniques are used for regularization of Decision Trees?
   1. Pruning B) L2 regularization

C) Restricting the max depth of the tree D) All of the above

1. Which of the following statements is true regarding the Adaboost technique?
   1. We initialize the probabilities of the distribution as 1/n, where n is the number of data-points

B) A tree in the ensemble focuses more on the data points on which the previous tree was not performing well

* 1. It is example of bagging technique
  2. None of the above
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# 

## Q10 to Q15 are subjective answer type questions, Answer them briefly.

1. Explain how does the adjusted R-squared penalize the presence of unnecessary predictors in the model?

Ans: The adjusted R-squared compensates for the addition of variables and **only increases if the new predictor enhances the model above what would be obtained by probability**. Conversely, it will decrease when a predictor improves the model less than what is predicted by chance.

# Differentiate between Ridge and Lasso Regression.

Ans:

**L2 Ridge Regression**  
It is a [**Regularization Method**](https://en.wikipedia.org/wiki/Regularization_(mathematics)) to reduce [**Overfitting**](https://en.wikipedia.org/wiki/Overfitting).  
We try to use a trend line that overfit the training data, and so, it has much higher variance then the OLS. The main idea of Ridge Regression is to fit a new line that doesn’t fit the training data. In other words, we introduce a certain **Amount on Bias** into the new trend line.

**L1 Lasso Regression**  
It is a [**Regularization Method**](https://en.wikipedia.org/wiki/Regularization_(mathematics)) to reduce [**Overfitting**](https://en.wikipedia.org/wiki/Overfitting).  
It is similar to RIDGE REGRESSION except to a very important difference: the **Penalty Function** now is: lambda\*|slope|.

The result of the Lasso Regression is very similar to the Result given by the Ridge Regression. Both can be used in Logistic Regression, Regression with discrete values and Regression with interaction. The big difference between Rdge and Lassp start to be clear when we **Increase the value on Lambda**. In fact, **Ridge** can only shrink the slope **asynmtotically** close to **zero**, while **Lasso** can shrink the slope **all the way to zero**. The advantage of this is clear when we have lots of parameters in the model.

1. What is VIF? What is the suitable value of a VIF for a feature to be included in a regression modelling?

Ans:

A variance inflation factor (VIF) is **a measure of the amount of multicollinearity in regression analysis**. Multicollinearity exists when there is a correlation between multiple independent variables in a multiple regression model. This can adversely affect the regression results.

Generally, a VIF above 4 or tolerance below 0.25 indicates that multicollinearity might exist, and further investigation is required. When VIF is higher than 10 or tolerance is lower than 0.1, there is significant multicollinearity that needs to be corrected.

1. Why do we need to scale the data before feeding it to the train the model?

Ans:

**To ensure that the gradient descent moves smoothly towards the minima and that the steps for gradient descent are updated at the same rate for all the features**, we scale the data before feeding it to the model.

1. What are the different metrics which are used to check the goodness of fit in linear regression?

Ans:

Three statistics are used in Ordinary Least Squares (OLS) regression to evaluate model fit: **R-squared, the overall F-test, and the Root Mean Square Error (RMSE)**.

1. From the following confusion matrix calculate sensitivity, specificity, precision, recall and accuracy.

|  |  |  |
| --- | --- | --- |
| Actual/Predicted | True | False |
| True | 1000 | 50 |
| False | 250 | 1200 |

Ans: TP = 1000, TN = 1200, FP= 50, FN= 250

**Accuracy** = TP + TN / TP + TN + FP + FN = 1000+1200/1000+50+250+1200 = **0.88**

**Precision** = TP / TP + FP = 1000/1000+50= **0.952**

**Recall** = TP/TP+FN = 1000/1000+250= **0.8**

**Specificity** = TN/TN+FP = 1200/1200+50= **0.96**